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As businesses’ increase their dependence on computer technology, they rapidly increase their expose to a wide array of operational risks.  These risks are often poorly understood and are frequently managed inconsistently with unsound method. 
This paper describes the operational risks that are mitigated via the practice of Performance Engineering.  We prefer the term Performance Engineering over the frequently used term “Software Performance Engineering”, as this subject must address both hardware and software in an integrated fashion.   
Performance Engineering manages three types of operational risk:

· Performance Risk

· Availability Risk

· Integrity Risk

Financial firms that fail to manage these three risks in a structured manner expose themselves to:

· Negative media coverage

· Damage to branding

· Violation of regulatory requirements
· Financial loss

· Wasted employee time
Each of these three types of risk is described below.

1. Performance Risk

Performance Risk addresses the potential business losses that may be incurred when a system fails to complete work at the rate required by the business, or fails to meet the business requirements for quickness of response to work requests.  

Example 1.  A major Wall Street financial institution developed a new client-server foreign exchange application.  After extensive unit, system, and user acceptance testing the application appeared to be functionally stable and demonstrated acceptable on-line response times.

During the first flurry of heavy trading the application experienced on-line response times in excess of 100 times the response times observed during testing.  Simultaneously, other critical (and unrelated) applications experienced severe performance degradations, and in some cases, experienced complete service outages.  The fallback plan was invoked, reverting the operation back to the prior FX system.

A post mortem determined that when under heavy trading volume, the new FX system saturated the local area network causing it and other critical applications to fail – at the worst possible time.  The entire trading floor was then upgraded to a faster networking media, rather than incurring the greater expense of re-coding and re-testing the application.  Business loss and project expense overruns attributed to these events were in excess of $1.2 million.

Example 2. A well-known financial institution implemented an intelligent message routing system intended to interconnect their worldwide operations. During a highly promoted rollout in support of a multi-national trading operation, message transmission latencies through the routing service overran the SLA by a factor of three when loaded to only twenty-five percent capacity.  The trading operation replaced the new messaging system with a third party product (with reduced functionality).  A post-mortem determined that resource lock contention between multiple user threads caused performance degradations that could not have been predicted from testing involving low numbers of concurrent users.  No other business units have requested to use the new messaging system.  The cost of developing this software was not disclosed.

Commentary. Performance Risk may be computed as: Risk = (the likelihood of not meeting performance requirements) * (the loss that would result from failing to meet performance requirements).  Because both components in the above equation increase with usage volumes, performance risk grows as the square of usage volume.  In other words, performance failures are most likely to occur when it will create the most damage.  This implies that performance behavior must be assessed at maximum certified usage workloads.  

2. Availability Risk

Availability Risk addresses the potential business losses and expenses that may be incurred when a system is not available for use at the times and places required by the business. This risk primarily focuses upon outages that result from component failures and capacity issues.  

Example.  A major financial institution implemented a global infrastructure that included a distributed and replicated naming service.  Fail-over testing prior to deployment demonstrated that service consumers would fail-over from one namespace server to another within thirty seconds in the event of a server failure.  This assessment was conducted using two active service consumers.

Two months after deployment, a namespace server experienced a disabling hardware failure.  An application server bound to the downed namespace server also failed, producing a ninety-minute service outage for a critical trading application resulting in a seven-figure business loss. A six-figure fine was assessed against the owner of the Service Level Agreement for the global naming service.

Subsequent multi-user load testing determined that one-percent of the time, client fail-over from one namespace server to another actually takes forty-eight minutes. This fact was invisible in the original assessment that did not test with large number of service consumers.  

Commentary.  All shared services (i.e. database servers, application servers, Web servers, security servers, naming servers, etc.) should have availability behavior assessed (a) in the face of an array of component failure and (b) while under peak multi-user production load. This risk also grows as the square of the usage volume.  

3. Integrity Risk

Integrity Risk addresses the potential business losses that may be incurred when the information content of a system becomes inconsistent or inaccurate.  This risk primarily focuses upon losses involving data loss, duplication or corruption resulting from component failures and capacity related issues. 

Example.  A foreign bank with offices in New York implemented a global client management system that replicated data in six cities.  The system was removed from production two weeks after deployment when it was discovered that under heavy multi-user load unrecoverable data loss was occurring in the replication services.  The system was subsequently stabilized using multi-user load testing and then re-deployed; eight months late and seven figures over budget. 

Commentary. All services offering transactional support, data persistence, data replication, and/or point-in-time recovery should be validated for integrity (a) in the face of peak multi-user loads and (b) with single points of environmental failure introduced (network outages, process failures, etc.).  This is particularly true for cross-vendor product services supporting industry standard commit protocols such as X/A.  This risk is also non-linearly dependent upon usage volume.  
 - - -

While this paper has focused upon the risk management aspects of Performance Engineering, we should point out that this practice extends beyond just the management of operational risk to include business innovation.   In this context, Performance Engineers work hand-in-hand with strategic business planners to generate competitive business advantage by leveraging recent breakthroughs in computer hardware and software.
About MasterLab

MasterLab, Inc is a Manhattan-based consulting firm that, since 1990, has build out numerous Performance Engineering service offerings for Wall Street banks and brokerage firms.   

In addition to directly servicing clients, MasterLab also partners with and supports other highly innovative Performance Engineering consulting firms. Firms that have undergone the MasterLab certification program on Performance Engineering Method are authorized to display the following logo. 
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